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IT&T 2012 General Chair’s Letter As the General Chair of the 11th Information Technology and Telecommunications Conference (IT&T 2012), I have great pleasure in welcoming you to this year’s conference which will take place in the Nimbus Centre at Cork Institute of Technology, Bishopstown, Cork on Thursday 29th and Friday 30th of March 2012. This year’s conference theme is “ICT for a more Sustainable Planet”. ICT can and has already started to play a pivotal role in helping to make our planet more sustainable. ICT systems contribute to improvements in energy consumption in buildings and industry, in improving transportation efficiency and safety, in helping to make manufacturing of goods and foods more efficient, allow ubiquitous communication across our planet, and provide many more benefits to enhance our life. This year’s conference includes 14 research papers and 11 posters from research from Irish Institutes of technology and Universities as well as a few international speakers. The papers and posters will be presented six sessions. The Key-note speech will be delivered by Paul French from IBM. Paul works in the area of network and system management and will provide an overview of IBM’s research and development focus in this space. Many people have helped with the preparation of this year’s conference. First and foremost I would like to thank Dr. Markus Hofmann of IT Blanchardstown and Prof. John Murphy of UCD for acting as technical programme chairs. Markus and John coordinated the paper review process and put together an excellent technical programme for this year’s conference. Markus also put in an enormous amount of work to produce high quality proceedings, for which he deserves a special thanks. I would also like to thank Dave O’Leary of the Nimbus Centre in CIT in helping with all the local arrangements and the conference registration. A thank you also to the session chairs for helping run the conference programme. Special thanks are also due to Cork Institute of Technology for allowing us to host the conference here this year and with essential financial support. I herewith welcome you to Cork and to the IT&T 2012 conference.



Dr Dirk Pesch General Chair, IT&T 2012 Nimbus Centre for Embedded Systems Research Cork Institute of Technology Cork, Ireland
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Technical Programme Committee Chairs’ Letter



Dear Colleagues, As Technical Programme Chairs, we would like to welcome you to the Eleventh Information Technology and Telecommunications Conference (IT&T 2012) hosted by the Cork Institute of Technology, Ireland. IT&T is an annual international conference which not only publishes research in the areas of information technologies and telecommunications, but also brings together researchers, developers and practitioners from the academic and industrial environments, enabling research interaction and collaboration. The focus of the eleventh IT&T is “ICT for a more Sustainable Planet”. We welcomed research papers with topics in Wireless and mobile networks, Sensor networks and embedded systems, Energy efficient computing and communications, Ubiquitous and distributed computing, Cyber physical systems, Security in information and telecommunication systems, Web technologies for a smarter planet, Digital signal processing, Adaptive computing, Management of ICT systems, Cloud computing and services, Applications of artificial intelligence and machine learning, ICT for health, transport, traffic, water, and energy, Open source development, Data, text and web content mining, and ICT for education. All submitted papers were peer-reviewed by the Technical Programme Committee members and we would like to express our sincere gratitude to all of them for their help in the reviewing process. After the review process, fourteen papers were accepted and will be presented during four technical sessions spanning the two days of the conference. This year’s conference will also display a number of posters. We hope you will have a very interesting and enjoyable conference.



Dr. Markus Hofmann, Blanchardstown Institute of Technology, Ireland Dr. John Murphy, University College Dublin, Ireland
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Research Challenges in Participatory Sensing for Urban Management Applications M´elanie Bouroche1 , Vinny Cahill1 , Siobh´an Clarke1 , Ivana Dusparic1 , Anurag Garg1 , Fabian Bustamante 2 1 Distributed Systems Group, School of Computer Science and Statistics, Trinity College Dublin



{Melanie.Bouroche, Vinny.Cahill, Siobhan.Clarke, Ivana.Dusparic, Anurag.Garg}@scss.tcd.ie 2 Department of Electrical Engineering and Computer Science, Northwestern University



[email protected]



Abstract The management of our large and strained urban environments will only be possible by capturing the aggregated views of their inhabitants. While some governments and utility companies have already started the move toward smarter infrastructure, personal sensors, from smart phones to in-car navigation systems, offer a readily available source for the fine-grained data on urban infrastructure and service usage necessary for city-wide resource optimisation. In this paper, we outline a research agenda for participatory urban management, focusing on three main areas that we are currently tackling. We discuss this agenda around a proposed architecture for urban management applications. Specifically, we focus on sensor interpretation, on reputation, security and privacy issues, and on middleware design. We provide pointers to ways in which these challenges can be addressed and outline two case studies that can be used to investigate the potential of participatory sensing in the development of smart cities.



Keywords: Smart cities, Participatory sensing, Urban resources management.
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Introduction



By 2030, 60% of the world’s population is expected to live in cities placing an increasing strain on urban resources and services, such as transportation, security, communication, water-management, and energysupply [Dirks and Keeling, 2009]. There is a proliferation of personal sensors (e.g., smart phones, invehicle positioning systems, private closed-circuit television cameras) as well as infrastructure sensors (e.g., traffic detectors and smart energy meters) deployed by public authorities and utility companies. This will allow us to capture increasing amounts of data about service usage that could inform the design of smarter and more sustainable service delivery. Data from personal sensors is increasingly being utilized in information-providing applications [Eisenman et al., 2007, Eriksson et al., 2008], however, several open research questions remain concerning how to gather, transport and interpret such data for use in the management of urban infrastructures. Urban management applications need to support sensor-stream discovery, sensor interpretation, and dynamic sensor selection. They need to be able to handle variation in the connectivity and quality of data sources by adapting to newly-discovered, uncertain and intermittently available data. Furthermore, sensor-stream selection needs to filter spurious data due to e.g., sensor malfunction, denial of service attacks, or attempts to gain advantage for the contributor. Our hypothesis is that successfully implementing such urban management applications requires new self-organising algorithms for autonomic management that are capable of interpreting sensor data in the
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Figure 1: Urban management system architecture context of the policies that they are charged with implementing. To support this, an open middleware architecture and communication substrate capable of efficiently delivering high volumes of sensor data from diverse sources is required. In addition, trust, security and privacy challenges present in participatory sensing applications [Cornelius et al., 2008] are amplified due to the large-scale of urban resource management applications, the heterogeneity of sensor sources and data streams, as well as the criticality of reliable service delivery. Section 2 of this paper presents the system architecture required to support participatory sensing in urban management applications and Section 3 identifies research issues in each of the three main architecture components. Section 4 proposes case studies that can be used to investigate the applicability of new developments in the research areas discussed. Section 5 concludes the paper.
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System Architecture



As demand on constrained urban resources increases, urban management applications will need to more optimally balance supply and demand. This can be enabled through use of fine-grained sensor data provided by personal and privately-owned sensors to inform more adaptive decision-making. To support this, we envisage systems composed of sensors, both carried by human participants and embedded in the infrastracture, urban management applications that leverage this information, and a communication middleware that serves as the interconnect between the two (see Figure 1). In this architecture, data contributors can be isolated devices (e.g., phones) or gateways to other devices to which they are connected (e.g., a SatNav providing access to electronic control units in a car). While this logical architecture may suggest that applications have access to all available data, in reality it is more likely that the scope of contributed data will be limited in some way, e.g., based on user preferences or location. Possible deployment models include one where users contribute sensor streams to a common quasi-public data pool against which many applications are programmed (e.g., analogous to a set of Twitter feeds) or one where users download specific applications from an application store (such as e.g., Apple’s iTunes Store) that make use of the middleware to interconnect their components. The middleware, as well as applications themselves, can be deployed either on fixed infrastructure (e.g., installed at cellular base stations or on road side units), fully distributed over end users’ devices, or a combination of both.
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Research Challenges



In order to enable implementation of the architecture described in the previous section, the applications will have to incorporate decision-making using decentralized self-organizing algorithms that can learn optimal decisions and adapt to changing conditions. However, it is yet to be investigated how such algorithms can take advantage of diverse sensor streams. On the user end, it needs to be investigated how users can be incentivized to share data and how their privacy can be protected, while at the same time ensuring integrity and accuracy of data provided. In addition, a middleware which gathers data from end users, and filters and transports it to the decision-making components needs to be designed. In this section we focus in detail on open research issues in each of these areas.



3.1



Self-Organizing Algorithms



Due to the large-scale and high dynamicity of urban environments, neither all of the circumstances in which participatory sensing applications will operate nor the available data sources can be predicted. As a result it is not possible to fully define their behaviour at design time. We propose the use of selforganizing, model-free, multi-agent learning techniques, in particular, distributed reinforcement learning (RL), to learn optimal decision-making actions based on observed environmental conditions. Such selforganizing management will require RL processes to be able to make the optimal use of the sensor information available given the current application requirements, where both the characteristics of available sensor information as well as application requirements change dynamically. To achieve this, the following research issues need to be resolved: State-space adaptation RL agents must be capable of adapting their state-space granularity (e.g., [Dabney and McGovern, 2007]) based on the available sensor information and current application policy requirements. Where users share sensor information only at a coarse level, where there is limited sensor coverage, or if available sensors are not sufficiently accurate, agents might need to base their decisionmaking on a coarse-grained state-space specification. Otherwise, agents might use finer-grained state spaces, but need to prevent state-space over-partitioning to prevent inefficient learning times. Minimizing agents’ learning times In highly-dynamic operating conditions the key to ensuring the quality of real-time decision making is minimizing the number of agents’ interactions with the environment required for learning and maximizing the use of the information obtained from the interactions they do have. We propose two ways in which this can be addressed: through state-space refinement (using state-space adaptation as discussed above) and through pattern change detection (by detecting changes in environmental conditions and switching between learnt behaviours or initializing relearning accordingly. e.g., [Salkham and Cahill, 2010]). Interpreting the meaning of data streams and interpreting environment feedback As new sensors are deployed in the environment, agents must be able to learn the relevance of received data streams to their decision-making process and application policies as well as learn how to incorporate them into their decision-making process, i.e., agents must be capable of sensor selection (e.g., [Golovin et al., 2010]). Similarly, relevant feedback streams based on which agents can learn need to be identified, interpreted and incorporated into decision making.



3.2



Privacy, Security, Trust



Participatory sensing is particularly vulnerable to corruption of the sensor data streams. This may be accidental (due to sensor malfunction or user error) or intentional (done by malicious users). In order to make optimal use of sensor information, the decision-making agents must have confidence in the accuracy of the data streams. At the same time, the privacy, anonymity and preferences of the users
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providing data should be fully respected. Therefore urban management applications using participatory sensing need to address the following issues: Trust The trustworthiness of a user (malicious or not), a sensor (malfunctioning or not) and a data stream (polluted or not) needs to be determined. Data from unreliable sensors, malicious users and colluding users can alter the perception of the environment and cause sub-optimal decisions to be taken. Such data streams must be identified and excluded from decision-making, by, for example, using reputation management techniques. User incentivisation Participatory sensing relies on user contributions. A user must make a conscious decision to participate in the gathering and sending of data or to download the sensing application and enable it to collect and send data. Running sensing applications and transmitting the sensed data consumes device battery. Thus, a user must be provided with incentives to run the sensing applications (e.g., micro-payments [Reddy et al., 2010]). User privacy Users must be fully informed of the data that is being sent from their devices. There should be easily understood primitives that control how much and in what detail the data is being sent, who has access to this data (e.g., friends, friends of friends, local council, everybody etc.) and that their privacy and anonymity are being maintained [Estrin, 2010]. At the same time, for reputation management to be effective, data from the same smart phone should have a consistent identifier so that the data stream’s trustworthiness can be determined.



3.3



Middleware



Since applications will leverage contributed sensors, which are not necessarily known a priori and whose availability and location might change over time, and since the contributed sensors and/or applications, might not always be connected to the system, the system architecture must be decoupled both over space (i.e., support interactions by parties who do not know each other) and over time (i.e., interacting parties do not need to be actively participating in the interaction at the same time). Given the potentially high volume of sensors and applications, synchronisation decoupling (i.e., publishers are not blocked while producing events, and subscribers can be asynchronously notified of the occurrence of an event) is also required. The only paradigm that supports all three properties is the publish/subscribe (PS) paradigm [Schelfthout, 2006]. Deploying PS middleware in the context envisaged requires the following research questions to be addressed: Middleware architecture Enabling applications to use diverse user-contributed data requires a reliable, delay-tolerant, distributed publisher/subscriber system that can be used to support client/server and peer-to-peer deployment modes. None of the existing publisher/subscriber middleware architectures are suitable as they either that rely on a well-known intermediate event broker to connect publishers and subscribers (e.g., [Caporuscio et al., 2003]), assume a permanent Internet connection for all the nodes (e.g., [Ingram, 2009]), or are limited to wireless local area networks (e.g., [Meier and Cahill, 2010]). This highlights the need for a new highly-scalable publisher/subscriber system that works across communication technologies while supporting both fully distributed and infrastructure-supported deployment modes. Scalability High-volume streams of sensor data with diverse qualities of service originating from diverse, intermittently-connected mobile and fixed nodes need to be routed to fulfill applications requirements in terms of granularity, accuracy and timeliness of sensor data. To ensure scalability, it needs to be investigated how leveraging existing communication paradigms such as peer-to-peer overlays as well as the variety of quality of service characteristics of available communication technologies can be used for efficient routing within the network. In addition, it should be investigated how in-band filtering and data
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aggregation can be used to minimize communication volumes and ensure scalability. A particular challenge is to optimise filters to address the requirements of multiple applications while still maintaining sensor and application decoupling. Dynamic deployment of data processing components To support the use of active filtering, techniques that support the dynamic deployment of data processing components within the middleware and, in particular, to individual publishers, need to developed.
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Applications



Almost all of the existing participatory sensing projects focus on a single application (for example, Bikenet [Eisenman et al., 2007], Pothole Patrol [Eriksson et al., 2008] etc). In contrast, our vision is to build a unified participatory sensing framework that can be used by different urban management applications to securely gather, filter and analyze sensing data from a heterogeneous array of sensing devices while respecting user preferences and privacy. The framework will allow user-contributed sensed data to be combined with data collected from infrastructure sensors. The resulting dataset will be richer, more fine-grained, and more reliable and make possible applications that are currently infeasible. It will enable applications to be incrementally built, reusing common functionalities to deliver more diverse and more sophisticated applications, as well as applications more easily tailored to different users. As initial application areas that can benefit from more informed decision-making using participatory sensing we have identified two canonical examples of urban resource management: urban traffic control (UTC) and energy management.



4.1



Urban Traffic Control



In order to investigate the use of user-contributed sensor data to improve UTC, we envisage each intersection being controlled by an intelligent agent, which gathers sensor-data to determine its local traffic conditions. Based on the observed traffic, and in collaboration with upstream and downstream intersections, agents will make traffic control decisions (e.g., [Dusparic and Cahill, 2009]). This case study can be used to investigate what types of user-contributed data can be utilised to improve decision-making in a UTC system. For example, how can data from in-car navigation systems providing details of individual vehicles’ locations, destinations, routes, and estimated arrival times be used in traffic prediction and control; how can sensor data from mobile phones be used to provide information on pedestrian numbers and behaviours in order to incorporate pedestrian impact on traffic; how can weather sensors be used to incorporate weather impact on traffic flows etc. The proposed UTC application can be built incrementally, as developments in particular areas are achieved. Initially, for example, a fully participatory traffic advisory application can be built and provided on smart phones. As a next step, data gathered in such a manner can be combined with data from infrastructure sensors, to provide advisory services to traffic engineers monitoring city-wide traffic. Finally, self-organizing decision-making can be incorporated to replace advisory applications with fully autonomous traffic control.



4.2



Energy Management



Decentralised management of smart electricity grids informed by user-contributed data will facilitate small-scale electricity supply sources contributing to the grid (e.g., privately owned wind turbines) as well as managing both in-home and grid-wide electricity use to balance supply and demand in real time. We envisage this study to include a simulation of a community micro-grid including local generation and diverse usage patterns including electric vehicles (EVs). To enable autonomic system-wide realtime consumption management, each component in the grid (e.g., solar panel, distribution substation, home energy management device) will be controlled by an intelligent agent, which manages its electricity usage and/or generation and cooperates with other agents to balance grid-wide supply and demand.
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Decision-making at these components will be informed by sensor data enabling energy-usage prediction of individual components and therefore the micro-grid as a whole. For example, GPS data from smart phones can be used to predict the time at which users will arrive home, and based on that turn on the heating to achieve preferred home temperatures while optimising the energy expenditure [Scott et al., 2010]. EVs can contribute their battery status and travel patterns to the micro-grid to predict time and duration of the battery charging [SmartMeters.com, 2010]. This case study can incorporate contributions in all three research areas discussed as it requires middleware for gathering data, decentralized learning-based control for optimization of energy usage, and needs to ensure security and privacy of data contributed from sensors (e.g., home occupancy patterns).
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Conclusion



This paper analyzed research challenges associated with utilizing participatory sensing to inform decision making in management of urban resources. Participatory sensing has so far been applied primarily in isolated applications, while research in self-organizing management of urban infrastructures has mostly dealt with static data sources. To enable self-organizing urban management applications to use dynamic real-time sensor data provided by participatory sensing, we identified and analyzed in detail three areas where major scientific contributions are still required: the need for the design and development of new self-organizing algorithms that can interpret, use and adapt to diverse sensor data streams; the need for new middleware that can gather, filter, aggregate and transport data from data providers to decisionmaking components; and the need for new privacy, reputation, and security techniques to protect data and application integrity as well as user privacy.
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Implementing Internet-based ICT for Education: The ITM experience in the class room Varun Kumar1, Kiran Yadav2 ITM University, Gurgaon, INDIA 1 [email protected] 2 [email protected]



Abstract This paper discusses the ITM University class room experience of implementing Internet based ICT in teaching and learning process for students of Computer Science. Various ICT tools, which can affect the teaching and learning environment, have been taken into consideration such as blogs, podcasts, social networking websites, Web 2.0, wikis, virtual learning technologies etc. An investigation on the usage of above mentioned technologies in teaching and learning process was conducted focusing on how ICT helps students as well as teachers in improving overall learning experiences. The study demonstrates that ICT can be beneficial for teachers to enhance students’ involvement in classroom discussions and activities.



Keywords: ICT, Classroom learning, Blogs, Podcasts, Social Networking Websites, Web 2.0, Virtual Learning, Higher Education



1



Introduction



Today with advances in technology, the classroom teaching is not only limited to chalk & talk. Over the last decade, various perspectives on teaching and learning have emerged and the increased complexity of today’s world put new demands on our education system. In the recent years ICT has been enormously used in the higher education sector. Various ICT tools are being used for developing course material, delivering content and sharing content, communication between learners, teachers and the outside world, creation and delivery of presentations and lectures, academic research, administrative support, and student enrolment [1, 2]. Higher education institutions in developing countries are on the whole making the most of computers and software available to them even though challenges including insufficient internet and telecommunication infrastructure, lack of training resources for teachers, and lack of skilled and experienced information technology specialists to assist with development, maintenance and support of ICT usage in higher education institutions (HEIs) remain [3]. In the past decade, Computing Science has emerged as an important stream of learning. The growing interest has been triggered by several factors. Among these are opportunities for embedding academic content into authentic design situations and teaching engineering subjects in an interactive way, thus generating student interest in engineering and science. However, there are some fundamental issues that need to be addressed [4]. One of them is how to teach a technical computing subject. Some projects and initiatives have been undertaken to assist teachers in teaching computing - related curricula, but relatively little research has been conducted to determine what works. For example, little is known about best practices, teaching techniques, or design principles for the professional development of engineering teachers. In this paper we discuss the implementation and integration of Internet based ICT tools in education in computer science classes at ITM University.
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2



Methodology



In this research work an investigation on the usage of above mentioned technologies in teaching and learning process for Computer Science courses in ITM University was conducted focusing on how internet based ICT tools helps student as well as teacher in improving overall teaching and learning experience. In this study some subjects from computer science stream are taken for consideration and how after integrating the ICT tools like blogs, podcasts, social networking websites, Web 2.0, wikis, virtual learning technologies etc can make the teaching and learning of computing subjects more interesting and productive. The assumptions of this study are: 1. A continued demand of ICT in Higher Education 2. Integration of ICT in Higher Education has significant challenges 3. The use of common ICTs is beneficial 4. The present and future use of ICT is strategically desirable Examples from the different topics of Computer Science Courses have been taken for this study. Now we will see in coming subsections how we can use different ICT tools to make teaching and learning process more interesting and effective.
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Existing Situation at ITM



The basic intent of teaching is to facilitate the students with learning to know and learning to do [5]. Presently the teaching methodology used by the teachers at ITM University is largely based on lecture mode, seminar method, tutorial method, PPTs and group discussions in classrooms. Internet based ICT tools for interactive sessions are not widely used in classrooms. If these methods are not mentioned then teachers tend to provide traditional lectures. The faculty members should be conversant with the latest Internet based ICT Tools to in their teaching practices so to make their classroom sessions more interactive and intriguing.
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Proposed Approach



By improving the learning environment, a teacher can leave profound effects on students [6]. In a world infused with technology, it is becoming increasingly important that teachers should know about Internet based ICT tools to incorporate in their class room sessions for a long lasting impact on learners of multiple intelligences thus enabling them to reveal their innate true potential [7]. Although the traditional approaches may not be appropriate for all type of computing science courses, there should also be a corresponding emphasis on specific ICT tools. For example, teachers can be encouraged to engage their students through generating learning activities on virtual learning environment accessible 24 X 7 using various ICT tools. The investigation presented in the subsection could be useful for enriching their teaching and learning experiences.



4.1



Social Networking Sites



The options available with various social networking sites such as notes, links, groups, and questions etc. are utilized for various academic purposes like providing study material in the form of notes to the students, links to the video lectures, white papers, and case studies etc., assessing students’ performance through questionnaires, generating awareness about certain topics in terms of creating groups of students for debating and discussions.
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4.1.1 Facebook Notes Study material on various topics are uploaded in the “Notes” option so that students can share or reference from anywhere. This not only serves the purpose of disseminating knowledge but also enhances students learning experience on the uploaded notes. It also encourages student for participating, commenting and submitting discussions. Based on the students’ response, being the Facebook account holder, one can always improve or can update the notes already uploaded. For example, we have created notes on data mining and uploaded these through one of our Facebook account (refer Fig.1) so that the students in the friend list can access them. By setting the viewership as public, these notes can be viewed or refer to by any Facebook user.



Figure 1: Facebook Notes Page “An Introduction to Data Mining” 4.1.2 Facebook Questions The “Questions” option is utilized for assessing the students learning and performance. Using this option, multiple-choice objective questions are uploaded on the Facebook account and subsequently students can assess them on the given topic. These questions are uploaded to meet requirements such as assessing group of students or assessing individual students by sending these questions in one’s personal account. For example, we have created a question on data mining and uploaded through one of our Facebook account (refer Fig. 2 a). In fig. 2 b, we can also observe who all checked the right answer.



Figure 2 a: Facebook Questions on “Data Mining”



Figure. 2 b: Filled-up Answer of a User



4.1.3 Facebook Links Links on any academic material say video, audio, or on any PPT file are provided here. This is one of the best options available in Facebook. It can be utilized efficiently as a link to a video lecture from an eminent professor from international universities can be provided and circulated among all students. For example, we have provided a link on a video lecture on “Machine Learning” through one of our Facebook account (Refer Fig.3). We can observe the students response for that content and presentation of video lecture notes. Based on the student’s response, one can always remove the particular lecture or provide more useful links on that topic.
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4.1.4 Groups Various groups on different topics are created for an open discussion. These discussions have been seen to not only strengthen the learners grip over the subject / topic but also found to give a fair understanding of the participants to the concerned evaluator. For example, we have created a group for open discussion on Window 7 Phone Programming through one of our Facebook account (refer Fig. 4).



Figure 3: Facebook Link on Machine learning course Figure 4: Facebook Groups for open Discussion on Windows 7 Phone Programming



4.2



Blogs



Blogs are one of the best places to interact with technical people. Through blogs, one gets connected to different people / experts from academia all over the world across the web. These technical bloggers are always ready to help others by providing them with the information they might need, and help is given instantly without much delay. Blogs have become a rich source of knowledge nowadays. Accordingly blogs are utilized to provide information about latest technologies. We have found that blogs provide learners with a forum to think and comment, building a community of ideas and provocative thought. For this research work, we have created a blog namely “itmudataminingblog” on www.wordpess.com [9]. To teach computer science courses various options on blog are exercised such as post, media, link, pages, comments feedback, and polls (refer fig.5 a and 5 b). As part of this study, we have created a page as an introduction to data warehouse. The followers comment on the contents of the page in the “Leave a reply” box and later, can share it with in their circle of friends through sharing on Facebook, or other social networking sites (Refer Fig 6).



Figure 5: Figure 5 b: “An Introduction to Data Warehouse Page” on itmudataminingblog



Figure 5 a: Blog Inbox
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Figure 6: “Leave a reply” box on “Data Warehouse Page” 4.3



Wikipedia



Wikipedia is "A free content, multilingual encyclopedia written collaboratively by contributors around the world." [8]. The very nature of a "wiki" is that it can be edited by anyone who has the proper permissions; and because Wikipedia is completely open, ANYONE can edit ANYTHING (within reason). This is both the strength and weakness of Wikipedia; strength, because an open system invites many qualified, intelligent individuals; and weakness, because that same open system is easy to corrupt with bad information. For this investigation we have created a new wiki namely “TeachComputerCourses” on www.wikispaces.com [8] (Refer Fig. 8). Not only do we create new pages but also keep a track of all changes that have been made the learner fraternity. We have initiated a new project on text categorization where in two teams are participating (refer fig 9). The members of these teams open the topic and subsequently edit the contents. We have found that it can have a glut of great information: featured articles, current news, featured pictures, etc on the topic of “Text Categorization”. Lots of articles are made available in Wikipedia.



Figure 8: Main Page of “TeachComputerCourses” Wikipedia



Figure 9: A Project on “Text Categorization” with Groups on “TeachComputerCourses” Wikipedia
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4.4 Web 2.0 The learning process is dynamic [10], therefore, with a change in technology, teaching can be made more communicative, creative, innovative, interactive and problem solving by incorporating the ICT tools of Web 2.0 such as iTunesU, FreeMind, and Google Docs. One can create his own professional learning network that has open source content with web 2.0 for sharing information of any kind (audio, video, text, rich media object).Web 2.0 is for contributing, collaborating and creating. 4.4.1 iTunesU iTunesU is a powerful application to download video lectures, audio books into any version of iTunes on a PC, laptop, Mac, iPad, iPod or iPhone. We use it as an innovative way to get educational content into the hands of students (refer Fig 10). More than 350,000 free lectures, videos, films, and other resources from all over the world. These lectures can be downloaded into the devices via iTunesU by the teachers and students to enhance the teaching and learning experience. 4.4.2 FreeMind FreeMind is premier mind-mapping freeware written in Java. Mind mapping is used for brainstorming. Mind Maps are an ideal tool for understanding inter-relationships between different aspects of a situation. Because mind maps are more visual and depict associations between key words, they are much easier to recall than linear notes. We have found with our students, that, often combined with speed-reading and advanced overview techniques, Mind Maps allow us to summarize information efficiently and in such a way as to make it usable and accessible. We have used a mind map on the topic “Types of Inheritance” for study purpose (Refer Fig. 11). Even after the lecture, teachers can ask students to prepare mind maps of the topic studied for the sake of summarizing as well evaluation purposes.



Figure 10: Educational Contents with iTunesU



Figure 11: Mind Map on “Types of Inheritance”



4.4.3 Google Docs Google Docs is a free, Web-based office suite, and data storage service offered by Google. It allows users (i.e., ITM teachers and students) to create and edit documents online while collaborating in realtime. Documents, spreadsheets, presentations can be created with Google Docs, imported through the web interface, or sent via email (refer Fig.12). For the purpose of this study, a quiz on Constructor – Destructors in C++ was created using “Google Forms” option of Google docs. This form consisted of quiz questions was directly sent to the target students email account wherein they filled the answer and only need to press the submit button (refer Fig. 13).
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Fig. 12: Google Docs to create & edit documents



Fig. 13: A Quiz on C++ created using Google Forms



After submission by the target students, the answers to the quiz accumulate in an Excel file (refer Fig 14) kept in the Google docs account of the concerned teacher. By observing the contents of this file the ITM teacher can assess the student’s performance on a given topic.



Fig. 14: Answer accumulated in an Excel file for Quiz on C++



4.5



Learning Management System



At ITM we use a learning management system (LMS) for the administration, documentation, tracking, and reporting of training programs, classroom and online events, e-learning programs, and training content (refer Figure 15 and 16). We have found that the LMS facilitates the provision of on-line learning, on-line assessment management of continuous professional education, collaborative learning (e.g., application sharing, discussion threads), and training resource management (e.g., instructors, facilities, equipment).



Fig. 15: Learning Management System of ITM University



Fig. 16: Resources on C# Programming at ITM LMS
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5



Conclusion



We have found that teaching this digital native generation with ICT technology does leave an impact in their learning and noticeably stimulates their thoughts to gain a better understanding of the concepts [11]. With the plethora of internet based ICT tools available with us, as shown in the above investigation, it has been a smart idea for ITM teachers to harness the potential of ICT tools such as blogs, podcasts, social networking websites, Web 2.0, wikis, virtual learning technologies to a great extent for enhancing the learning and teaching experiences. In this investigation we have shown some of the ways in which we at ITM teach complex topics of computing courses using some Internet based ICT tools. We have found that the use of these tools facilitates collaborative learning and students centred environment where student can work independently any time in a day literally 24 X 7. This investigation observed more active participant of ITM students in discussions and debate, consequently, fostering higher order thinking skills among learners as a result of use of these ICT tools in education.
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Virtual Learning Environments (VLE) such as Moodle and WebCT provide access to course material to learners on demand. As educators maintain these course pages, a large quantity of structural context data is generated in database tables as documents and files are added to course pages. For each individual file uploaded to Moodle multiple database records are created describing the file, the location of the file and how it is associated to a course page. Using these records a tree based representation of an actively used Moodle installation was created. An implementation use case scenario is outlined to provide an insight to how this generated data will be utilized in future research. Furthermore this paper covers the extraction of data from a Moodle 2.0 database and the generation on non-standard metadata within a newly developed RapidMiner operator. The results of this operator are shown in a Gephi generated graph to identify key features of the Moodle installation.
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1



Introduction



Over the last number of years the number of active Moodle [1] installations has been steadily increasing [2]. Initiatives have been in place to increase the reusability of learning objects (LO) by tagging [3] the LOs internally and externally in the learning environments. By utilizing this metadata, search algorithms have produced stronger search results to the user by returning LO specific results [4]. Although useful, the process of creating this metadata is laborious and time consuming. Different automatic metadata generation solutions have been created to help automate this process [5, 6]. This process depends on characteristics that can be extracted from the LOs such as titles, descriptions and added keywords [7]. The utilization of this data provides an insight to the LO on a surface level but a large amount of context specific data are lost when LOs are processed individually. This paper outlines a gathering and generation process of this data to create a standardized method of enriching document and object descriptions.
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LOs are generally placed inside a VLE such as Moodle to aid the delivery of course content to students over the Internet. As each LO is added to the VLE, contextual and categorical information is generated by the educator or can be deduced based upon where the LO was stored. This non-standard context specific Metadata provides an insight to the sequence ordering, topic roots and module summarization that may be beneficial to the success of the learner.



2 Background When processing documents, two approaches are routinely taken. The document content at a word level [8] is considered or the document at a structural level [9], such as taking title and reference locations into consideration. The inherent structure of web pages and documents has long been of interest to researchers [10] as structured documents allow for improved feature identification and tagging without any need to directly understand the semantic meaning of the words and sentences at such an early stage in the processing. The VLE Moodle offers a structured format for presenting resources to students in the form of a unique course page. Each of these course pages offers a number of different unique identifiers and structures. By creating a standardized structure for this data to aid the process of metadata generation, the data could aid various different processes that rely on a detailed understanding of documents or objects.



2.1 Depth of Inquiry The quantity of data that can be collected from a Moodle installation is vast and a cut-off point first needed to be defined. This cut off point would be used as the max depth of information that needed to be collected and processed. All other information not currently directly relevant to this study would be disregarded. For this study, a surface level understanding of all structures and resources was obtained along with the files names and unique file identifiers. A detailed understanding of the content of each resource was retained for future work. (See Section 6).



2.2 Retaining context of data Key concept of this study was to extract information from the structures of a Moodle course page by accessing the database that the Moodle installation relies on to retain its data. Each Moodle course page although given a unique identifier contains a number of resources, each of which is also uniquely identified by an ID number and a non-unique file name. The positioning of these resources and how they are associated with course pages can provide additional information about the relationship between the course material. These relationships can also provide contextual information about any individual resource



3 Methodology Each Moodle installation offers a large quantity of data that can be interpreted and utilized in a number of different ways. To narrow down the set of data that will be used, an identification process
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was first started to identify the key elements of interest that will be included in this study. These include: • The relationships between resources and section divider blocks. • The relationships between section divider blocks on a course page. • The relationships between additional descriptive data added to course pages. Focus was placed upon the logical structures of course pages in various database tables that were not directly utilized by the system for any other purposes than the basic visual layout of resources on the course pages. These structures were chosen as they provided to be the most content rich in terms of data and unique identifiers that were constantly changing during the life cycle of a course page. After each of the key elements were identified, a method to uniquely identify and store the data was then designed to allow for easy retrieval and processing of the data in the future.



3.1 Resource unique identifiers and utilized content Relationships between each of the tables are clearly defined using a set of unique identifiers for each row that are used as foreign keys in other tables. These keys although unique in their respective tables, would not be unique when taken out of the context of their tables. As a solution to this, a global unique identifier was created to uniquely identify each individual piece of data extracted from the tables. For this study, the following data was deemed as interesting during the process of describing the content of a course page and thus was included in this study: • Naming  Conventions  –  The  naming  conventions  of  each  resource  can  provide  structural   information  about  a  collection  of  files  on  a  course  page.   • Topic   /   Week   Dividers   –   Each   divider   can   be   seen   as   a   collection   of   document   created   by   the  educator  to  identify  the  common  relationships  between  documents.   • Additional   Labels   –   In   addition   to   resources   added   to   course   pages,   labels   provide   additional   information   that   can   be   useful   to   describe   document(s),   similar   to   resource   titles  added  by  the  educator.  



3.2 Prototype implementation To test the concept of this tool, a python 3.x command line prototype was developed. This prototype provided a “rough and ready” implementation of the concept that proved to work to an acceptable level by generating a small tree based representation of a Moodle course page. Although useful the main failing point of this implementation was the lack of additional functionality readily available that would be needed in future to process the generated metadata to gain any useful insights to the data. As a solution to this, RapidMiner an Open Source data-mining tool was chosen as the base for this study. RapidMiner offers a number of different ready-made building blocks that would aid the preprocessing of the data.



4 Implementation RapidMiner [11] is currently the world’s leading Open Source data mining software and provides a large array of text processing operators which can be easily integrated with a drag and drop interface.
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RapidMiner consists of a number of Operators that represent individual processing tasks that can be applied to data sets in a chain-linked fashion. In addition to these capabilities, RapidMiner offers an extensive plug-in architecture that allows developers to create custom self-contained plug-in operators that can be easily distributed. For this project, a single operator titled Tree Generator was created that has the specific task of connecting to a Moodle database, extracting the interlinked table structure and then generating the associated a treebased structure of the Moodle installation.



4.1 Tree structure Moodle course pages are structured in either week or topic format. Each of these sections in turn contains a number of resources or descriptive labels. A tree structure was developed to retain as much of the structural data as possible, with each of the nodes containing information about that specific resource. Trees were chosen as the most suitable candidate to represent the course page, as each Moodle course page could be conceptually visualized as a Tree. Where the: • root  of  the  tree  is  the  course  page  itself;   • branches  on  the  tree  are  each  of  the  section  divider  blocks  on  the  course  pages;   • leaves  on  the  trees  are  the  resources  and  labels  inside  each  section  divider  block.   A MySQL table was created to retain this structural information, with unique identifiers to identify each of the nodes in the tree. Each row contained a reference to its parent(s). A typedesc field was included in this table to make reference to the type of information that was extracted. A moodleattid field was included to retain the original unique identifiers that were attached to the data before it was extracted from the tables.



Fig 1: Tree MySQL Table Structure



Each RapidMiner operator can have a defined number of parameters that can be easily changed by the user. For this operator simple MySQL database connection parameters were defined allowing a connection to a database of choice. Additional fields were added to allow the user to specify the root node number incase a number of different trees are being generated. Checkbox fields allow the user to specify whether they would like to output to a graphical format (more about this in section 5), or to just generate the fields to a database.
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Fig 2: RapidMiner TreeBuilder Operator Parameters



4.2 Tree Generation process outline The tree builder algorithm starts off by accessing the mdl_courses database table to generate a list of each of the different courses in the selected Moodle installation. This table is considered to be the starting point of all course nodes and is attached to the main root node. Once the course pages are each rooted, the mdl_course_modules table is then reference to extract the individual section dividers that are attached to each of the course pages. Each of these section dividers is then added as individual nodes to each of the course page nodes. Each section divider is then assessed to check if it contains labels or resources. If they do exist then the textual information is extracted along with the table specific unique identifier for that label or resource and is added as an additional node to the section divider. By doing this, a tree based structure is formed that can be traversed in a flexible manner. All information available is stored in a set of attributes in the Trees table associated to that record, as this information can aid future post-processing.



5 Visualization During the academic semester the number of resources that are added to a Moodle course page continues to increase. Using a standard course page of 10 weeks with 4 resources added to each section, leads to a tree with approximately 40 records. As a result of this, a focus was placed on the visualization aspects of the data to allow complex tree representations to be viewed quickly, allowing the viewer to easily identify any clusters or key features in the data.
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5.1 Visualization implementations RapidMiner currently offers visualization operators for creating graphs based upon the resulting data that was generated during its operation. Although good, the visualization tools did not offer the flexibility and node expansion capabilities that were needed for this project. As a solution to this, other visualization tools were considered for the generation of the trees. The open source tree / link analysis graphic generation tool Gephi [12] proved to provide the highest quality output with the highest amount of flexibility during the generation process. To ensure the TreeBuilder operator was as modular as possible a separate Gephi output generation operator was created. This operator takes the required number of nodes and edges as input and creates the corresponding Gephi .gexf file.



Fig 3: TreeBuilder operator connected to Gephi operator Using the outputted file, Gephi can then be launched to manipulate the layout of the generated graphic by using various different layout techniques.



5.2 Identifying key features Figure 4 below shows a visual representation of a Moodle . To the left hand side of this you can see a course that has a number of different sections, each with a number of different resources and descriptor labels attached to them. To the right of this image you can see the course GUI Programming that has four sections, each with a single resource attached.
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Fig 4: Gephi graph output



At the very center of this image you can see a cluster of course names all attached to the root node. This is an example of courses that have been created but have not yet been used by the educator for everyday teaching. This image represents a small example set to show the TreeBuilders output in a graphical form. The Moodle installation that was used for this was small to allow for a full graphic representation. As larger installations are mapped, the key features such as clustering become more apparent.



6 Use case scenarios and future work This paper covered the initial steps in utilizing the metadata that was generated from the structure and descriptive fields of an actively used Moodle installation. This tool although useful for the visualization and identification of key features of a Moodle installation, is not the intended direction of this research. To outline the applicability of the generated data, specific case scenarios were identified. Such scenarios include: • The  identification  of  unused  documents.   • The  identification  of  replica  or  similarly  related  documents.   • Extraction  of  general  themes  of  documents.   • The  identification  of  replicated  courses  on  a  Moodle  installation.   Once the context has been generated, a number of different post processing steps can be performed to increase the value of the generated metadata.
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One of the most interesting of these is the analysis of the document content to strengthen the relationships between branches. Each document added to a course page offers an additional collection of data from which metadata can then be generated. By taking the emphasis of the text into consideration, additional strength can be added to specific keywords in areas of interest such as document titles and footers. In these specific cases, the font size would be an element to identify its importance along with the location. The sequencing of the lectures can be identified by detecting the similarities of title text along with a generic sequence of numbers e.g. Lecture 1, Lecture 2, Lesson 3.



7 Conclusions Initiatives have been in place for a number of years to add additional metadata to LOs. This provided additional information to help describe the content of the module during routine tasks such as LO retrieval. This paper covered the process of extracting course structures and resource specific descriptive data from the database of an actively used Moodle installation using a custom RapidMiner operator. From this, a tree structure was generated with descriptive fields to aid future processing of the data. The generated metadata provides an additional context and insight to the ordering and structural layout of course material. Once generated, a custom Gephi output operator was created to allow the relationships to be easily visualized and manipulated in graphical form.



A large quantity of additional metadata can be generated from this structure, aiding additional post processing tasks. The utilization of this raw metadata during the post-processing stages formed the groundwork for future work. Research in this area is currently underway.
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“UVW-1: Understandable-Virtual-Wind” (a Naïve Physics Virtual Wind Tunnel develped for an undergradute computing project) Cormac Lynch & Matt Smith Department of Informatics, Institute of Technology Blanchardstown, Blanchardstown Road North, Dublin 15 [email protected], [email protected]



Abstract To what extent can a naïve physics approach to air particles provide useful and accurate calculations and visualization of air flow over a body? In this paper we will describe the development and testing of a Virtual Wind Tunnel (VWT) that we have named ‘UVW-1’ that attempts to answer this question. The motivation behind this project is to help second level students that take part in “F1 In Schools Challenge” technology projects, as they have to design and develop a scaled down Race Car. These students use a sophisticated Virtual Wind Tunnel program to develop the aerodynamics of their Race Cars, however, some students find the program and the information produced complicated to understand. Our ‘UVW-1’ simulated wind tunnel attempts to develop an application that is both easier to use, and easier for the user to understand how the results were generated. Commercial virtual wind tunnels based on Computational Fluid Dynamics (CFD) are likely to demonstrate greater real-world accuracy than our naïve Newtonial physics approach. However, one goal of the F1 student race car compeition is to help young people improve their understanding of science and physics. CFD are highly complex calculations only possible to calcualte throughy the use of computers (or years of penand-paper calculations). However, our naïve Newtonial physics approach to modelling indivual air particules is both easy for school students to understand, and also they could also perform such calculations themselves usign pen/calculators if required. The overall goal of our research is to design, develop and evaluate a VWT that is understandable for second level science students. We describe the design and development of UVW-1 using the Unity 3d game engine system. We then describe our attempt to ‘calibrate’ UVW-1 by comparing calcualations of mean simulated air paricle velocities to know Drag Coefficients of simple geometric shapes, to infer a function to (hopefully) accurately calculate drag coefficients for unknown 3D shapes – i.e. the differently shaped vehicles designed by the second level “F1 In Schools Challenge” technology students.



Keywords: Virtual, Drag, Physics, Rigidbodies



Introduction In this paper we will be discussing the on-going research project at ITB based on designing and developing a Virtual Wind Tunnel. Researching to what extent can a naïve physics approach to air particles provide useful and understandable (and hopefully accurate enough) calculations and visualization of air flow over a body. First we discuss related the background and motivation to our project. Then related work is reviewed, including Virtual Wind Tunnel applications and they calculate fluid flow around a body. The remainder of the paper will describe the design, development and current experimental results of our UVW-1 computer system.



Background & Motivation The “F1 In Schools Challenge” [6] involves second level school students designing, making and racing scale racing cars. Students use CAD (Comptuer Aided Design) software to create a 3D model of their model car. They then test the model using either a Virtual Wind Tunnel (working on the 3D model), or a small, real world wind tunnel (working on computer milled wooden models). Once a
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team has finalised a design, a wooden model is milled by computer, and propulsion system is fitted, and the models are raced against each other in the organised competions. In Ireland “F1 In Schools Challenge” schools are provided with the Solidworks Virtual Wind Tunnel called FloWorks Xpress [1]. Solidworks state that FloWorks is a “fluid dynamics application that calculates how fluid flows through part or assembly models”. It is a sophisticated Virtual Wind Tunnel program based on complex Computational Fluid Dynamics (CFD) calculations. However, some students find the program and the information produced complicated to understand. Second level students learn Newtonian physics (for example see [9]), and therefore have an understanding of fundamental physical concepts such as mass, velocity, forces and collisions. We suggest that a Virtual Wind Tunnel based on such a naïve physics simular approach to individual air ‘particles’ would be more understandable to second level students, and we our aim was to develop such system that would be accurate enough to simulate aerodynamics for basic geometric bodies, and hopefully differences in model racing car designs as well. Of course, CFD virtual wind tunnels are based on over 100 years of mathematical research into fluid and air modelling and simulation; and are therefore likely to demonstrate much greater real-world accuracy than our proposed naïve Newtonial physics approach.



Related Work One Virtual Wind Tunnel application launched in 1981 used by industries to help engineers designing aerodynamic objects is PHEONIX [8]. It uses Computational Fluid Dynamics to model the flow of air around an object which in turn calculates the drag and lift that is being exerted upon an object from the wind. A simpler version of that was developed into a Virtual Wind Tunnel application called “F1 VWT” [7] used by the UK based F1 In Schools Challenge. Computational Fluid Dynamics is a set of mathematical equations and algorithms that solve fluid flow around a body. These mathematical equations [3] “require the repetitive manipulation of thousands, or even millions, of numbers” meaning that all of these repetitions wouldn’t be very efficient to be calculates by a human and the only way to cope with all of these repetitions is by using advance computers. These advance computers are the only viable way to produce all the mathematical repetitions needed to solve fluid flow. The first example of Computational Fluid Dynamics was by Kopal “who in 1947 compiled massive tables of the supersonic flow over sharp cones by numerically solving the governing differential equations” (as claimed by [3]). These mathematical equations were produced on a primitive digital computer in Massachusetts Institute of Technology. It should be noted that there are several differences between the two main fields of applied aerodynamics: • •



automotive aerodynamics for road based vehicles such as cars (especially fast cars like formula one racing cars). aircraft aerodynamics for airplanes.



Aerodynamics in general, attempts to explain (and predict) how the surface shape of an object influences the ‘drag’ force impeding that object’s movement due to resistence from the gas or liquid through which it is moving. The key numerical value used to express the resistence due to the gas/fluid is called the ‘Drag Coefficient’, and ranges from 0 (no drag at all), to 2 which indicate objects meeting significant drag (see Appendix A and B for examples of typical drag coefficients for simple 3D and 2D shapes). The Drag Coefficient of a car is usually between [5] 0.29 – 0.45 depending on the shape of the car. For an object ‘free’ falling through air, when the drag force equals the force of gravity, the falling body reaches its ‘terminal velocity’, at which point it will fall at a constant speed, since the resistance from the air cancels out the acceleration due to gravity. Aircraft aerodynamics focus greatly on the wings of a plane. It is the wings of a plane that provide the ‘lift’ force, and wings are designed to provide lift-to-drag ratios of many times required for that of the wing alone. For example Moran [10] citing Chuprun [11] survey found that (p3, [10]):
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“The wings of transports are see to be capable of providing a lift force of up to 35 times their drag, whereas those of a fighter aircraft provide lift to drag ratios from 16 to 24. Of course […] the lift to drag ration of the complete airplane is considerabluy less that that of the wing along, but it is still more than eight for fighers and about twice that for transports.” Automatic aerodynamics focus greatly on the frontal area of the car (or other vehicle) being modelled. This is sometimes called the ‘cross sectional area’ and can be found by applying an orthographic (non-perspective) projection of the vehicle onto a plane placed in front of it, with its surface normal facing the front. There are several key differences between automotive and aircraft aerodynamics •



•



•



cars travel slower than airplanes o since drag varies as a square of speed, drag issues are much more important for fast moving airplanes than slower moving cars o While theoretically the drag coefficient changes depending on the speed an object is moving, since vehicles move at relatively slow speeds, and the key drag value to be found relates to a vehicle moving at its maximum safe speed (between 150-200km/s), the drag coefficeint can be treated as a constant for a given vehicle shape for the purposes of automotive vehicle deisgn and simulation. cars travel on the ground, not in free air o therefore, ideally a wind tunnel for cars should ideally have a moving floor, moving at the same speed as the car – this prevents an inaccurate/articifial “boundary layer” of air forming next to a stationary floor, which would interfere with the simulated results, since it is the CAR that is moving – so both the air and road surface should move relative to the car in a virtual wind tunnel o Very few real-world wind tunnels implement a moving floor (for example see [11]) o Another implication is this is that automotive vehicles need to be designed to result in sufficient downward force on the vehicle in order for the engine power transferred to the wheels in contact with the road surface to be efficiently converted into a force to move the vehicle forwards – airplane designs have no need for any such a downward force design feature o A further implication of cars travelling on the ground is that the densisty of air is very consistent, therefore drag forces can be calculated assuming air density at sea level with negligable errors resulting from this assumption Cars designs have to meet many design requirements most of which reduce the vehicles aerodynamic performance o For example legal (safety & regulatory) and functional design requirements, (for example wing mirrors, headlights, flat areas front and back for displaying vehicle number plates, the need for door handles with spaces for human hands to reach into, roof bars for attaching storage boxes etc.



The Drag Coefficient is part of the drag formula. For automotive aerodynamics simulations, the Drag Coefficient is the amount of [4] “dynamic pressure force turns into drag” on a frontal area. The frontal area of any object is an area of the object that the wind is being projected at. For instance if there was a cube in the Virtual Wind Tunnel the frontal area of this cube would be the area of the face of the cube facing the fan producing the wind. As a vehicle can be an array of shapes this frontal area is generated by using the cross section of the most widest point of the vehicle by the height of the highest point of the vehicle which produces the frontal area that the air is projected at. In order to relate data from our system to the existing values drag coefficients, a scale needs to be created based on fixed points. Drag coefficients are know for certain geometric shapes (for example spheres and cubes, see Appendix 1 reprodiced from [14]. Therefore, in the long traidtion on scientific scales, we can use data collected from fixed points (i.e. geometric shapes) in our system and those form the coefficient of drag, to infer a function to map between the two ‘scales’. Espectially in
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physics and temperature measurement, the use of fixed points in scales has an important history in science. For example, as recently as 1990 a new international temperature scale (ITS) was adopted, ITS-90 (see [13]), that scale is based on 17 fixed points to address issues of reproducability at different temperatures and using different methods of measurement.



Designing and Developing UVW-1 UVW-1 has been developed with the Unity 3D game development application [15]. The main reason behind using Unity to develop the Virtual Wind Tunnel is because Unity has a Physics Engine [2] “This allows for unique emergent behaviour” meaning that by using the Physics Engine everything more real in the behaviour for instance the reaction of a collision of two objects. The Unity physics engine has a number of components allowing for more realistic gaming for the gamer. Two fundamental Unity Physics Engine components have been utilised in the development of UVW1: •



Rigidbodies: this puts the [2] “object under physics control” meaning that the object will be affected by physics for example how the object will react if another object hits off it.



•



Colliders: there are many different types of colliders in Unity the colliders that are used in the project consist of Box Collider, Sphere Collider and Mesh Collider. These colliders are placed upon the Rigidbody objects to control the reaction of the collision. A collider must be placed upon the Rigidbody or the [2] “physics engine will not calculate a collision unless both objects also have a Collider attached”.



Within these components there are properties that give the developer more control on how the components work for instance adding a Physics Material to the collider which gives the developer control on how much bounce and friction there is when there is a collision and in turn what the Physics Engine calculates upon using the Rigidbody and Colliders. There are elements form the core of our the UVW-1 design: • • •



The ‘road’: A plane that acts as the ‘road’ surface on (or slight above) which the vehicle will be placed The ‘fan’: This is the object that is the generator of the moving, simulated air particles The ‘air particles’: The application simulates the movement and collisions of thousands of air particles, both those that begin stationary in the tunnel, and those new moving air particles created from the ‘fan’



Figure 1 illustrates these 3 elements, showing the red circlar ‘fan’, the black rectanglar plane of the ‘road’, and the thousands of air particles (visualised as small white spheres).



Figure 1: Basic Design of Virtual Wind Tunnel.
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Import of “F1 In Schools Challenge” project 3D vehicle CAD data files One of the first tasks was to locate “F1 In Schools Challenge” technology project 3D vehcle CAD data file – since an import feature of UVW-1 will be to be able to import a 3D model from a student team, and represent the model in the virtual wind tunnel for drag coefficient visualisation and calculation. Fortunately, the Institute of Technology Blanchardstown work with the “F1 In Schools Challenge” teams, ITB is able to fabricate Race Cars in wood, using their CNC computer controlled milling machines. Since there are so many different 3D model file formats in existance, it was not surprising to find that the Unity application was unable to read the Solidworks FloWorks Xpress file representing one of the school team’s racing car model. However, following some internet research is was found that the 3D Studio Max modelling application was able to read such files, and Unity is able to read the .FBX 3D Studio Max export file format. Therefore, it was relatively straightforward for a representative 3D racing car model to be created in our first prototype, for test and development purposes.



Aerodynamics of an Object The project takes a naïve physics approach meaning that in the Virtual Wind Tunnel the wind is created as particles of air in the shape of spheres. Each sphere is seen as a Rigidbody GameObject with a sphere collider component, allowing the spheres to react with the object which they are moving towards (and other rigid bodies, such as other air particle spheres). The sphere collider components of our air particle objects required various mass/material properties to be ‘tweaked’, to work towards the goal of plausible physical behviour of the spheres as simulted air particles. A 2D array of air particle objects are created in a script attached to the ‘fan’ object. Each air particle has a script attached to it which records the velocity of that air particle every frame. Unity is a framebased 3D animation system, which typically achives 30-40 frames per second, depending on number of objects and complexity of physics interactions. Upon each frame update the air particle will compares its current position and its previous position to calculate movement vector at that point in time. When each air particle is created (by the ‘fan’) a reference to the new object is then added to an ArrayList collection data structure named ‘listOfAirParticles’. The mean average Velocity of all of the air particles within the Virtual Wind Tunnel can then be easily calculated by averarging the velocities of each member of ‘listOfAirParticles’. The ‘fan’ is designed to simulate a car srtarting from stationary and then accelerating up to a a speed of 20m/s. This is achieved as follows: • • • •



initially all air particles are stationary in the virtual wind tunnel the fan then creates a new array of air particles with a slow velicty directed from the fan towards the area when a vehicle would be placed after a short delay, the fan creates the next array of air particles, with a fast initial velocity this continues, with the fan gradually increasing the air particle velocity in steps of 2m/s, until the fan reaches its maximum speed setting (currently 20m/s to represent a fast moving car)



The result is that (realistically) the vehicle starts with stationary air particles all around it, and the moving air particles will collide first with those stationary air particles. In fact, of course, air does not directly hit the vehicle at the actual speed it is travelling, since there is always a ‘buffer’ of air particles trapped between the surface of the car and the air particles moving towards it.



Experiments – testing behaviour with different objects A series of experiments where performed placing different shaped objects in UVW-1, and recording the average air particle velocity having run the ‘fan’ at its maximum speed for sufficient time for a steady-state behaviour to have been achieved. The steady state was defined as no change in the mean average air particle velocity vectors for a period of 1 second.
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The 7 various objects tested were: •



nothing (no object), Sphere, Cube, Cone, Wedge, Cube minus sphere, The F1 race car



Table 1 presents the results generated from the various objects. The faster the mean average velocity, the less ‘drag’ on the object. Object in wind tunnel Nothing Wedge Shape Cone 3D Race Car Sphere Cube Cube Minus Sphere



Mean velocity vectory (x,y,z) (20.0, 0.0, 0.0) (19.0, 0.7, 0.0) (18.8, 0.0, 0.0) (17.7, 0.2, 0.0) (16.4, 0.1, 0.0) (7.3, 0.1, 0.0) (5.3, 0.1, 0.0)



Table 1: Results (average velocity vectors) of 7 different objects in UVW-1. Figures 2 and 3 are screen-shots of the Race Car model and sphere object respectively. The figures show how the white air particles move unimpeded from the fan until some collide with the object in the virtual wind tunnel, at which point they bounce off the object at an angle calcualted by the Unity physics engine. Note, in an attempt to aid visualisation a pariticle system has been used when the UVW-1 system is running, which helps make visually clearer where collisions are occuring and the deflection in motion that occurs after air particles move off after collisions. This is why the Figures do not show many individual spheres, but groups of many white dots.



Figure 2: 3D Race Car in UVW-1 showing mean velocity (17.7, 0.2, 0.0).



Figure 3: Sphere in UVW-1 showing mean velocity (16.4, 0.1, 0.0).
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For the experiment of placing nothing into the UVW-1 it produced a value of (19.3, 0.0, 0.0) meaning that the air particles where moving in a positive direction in the X-axes only. This makes sense, since the air particles would collide with nothing, so if they began with (20, 0, 0) they should continue to move in that direction. NOTE: we are investigating why the mean was not (20,0,0)! As seen from the table above the object that has the most aerodynamic properties from using our VWT is the Cone. This is because the Cone allows the most of the air particles to continue to move in a positive X axes direction even after colliding with it. The 3D Race Car is the next aerodynamic properties followed behind the Cone object. But the main two objects to look at are the Cube and Sphere and compare each of their results to one another. The Sphere is appears to be more aerodynamic than the Cube because the Sphere results in a higher average X-axis velocity component, of 10.9 compared to the Cube (average X-axis velocity component of 8.3) suggesting that the Sphere allows more air particles to continue to progress in a positive direction on the X-axis.



Calibration with known Drag Coefficients The goal is for UVW-1 to be able to calculate a reasonably accurate coefficient of drag from calculations upon the movement and collisions of the simulated air particles. If our assumption that the average air particle velocity provides data that can lead to such a drag coefficient value, then the task is to infer a suitable function calculation using the results obtained from our UVW-1 experiments and the known results of certain object’s Drag Coefficients (for example those shown in Appendix A). A base value for the calculation function should be obtained from the results of running UVW-1 with no object present – i.e. the result of an average air particle velocity of (20.0, 0.0, 0.0). Since it is about the effect of air forces on forward motion of an object (X-axis in our system), we ignore the Y- and Zcomponents of the velocity, and are simply interested in the X-axis speed of the object / air particles. Therefore we name our base value ‘bxs’ (for base speed X-axis). This base speed of 20.0 is shown in the first row of our results in Table 2. Next, the loss of X-axis velocity (compared to our baseline of ‘bxs’) was simply calculated by subtracting ‘bxs’ from each objects X-component of their mean velocity vector. We refer to this lost X-axis speed measure as ‘uvwi’, representing the UVW index of drag. This procedure was repeated for each object and these values are shown in Table 2. Object in wind tunnel



Mean velocity vector



Nothing Wedge Shape Cone 3D Race Car Sphere Cube Cube Minus Sphere



mvv = (x,y,z) (20.0, 0.0, 0.0) (19.0, 0.7, 0.0) (18.8, 0.0, 0.0) (17.7, 0.2, 0.0) (16.4, 0.1, 0.0) (7.3, 0.1, 0.0) (5.3, 0.1, 0.0)



X-component of mean velocity vector x 20.0 (bsx) 19.0 18.8 17.7 16.4 7.3 5.3



Base speed minus ‘s’ uvw-index = (bsx – x) 0.0 1.0 1.2 2.3 3.6 12.7 14.7



Table 2: Calculation of ‘uvwi’ – UVW system drag coefficient index. We now have a classic scientific problem to solve – how to map from one set of data to another. We created a simple mapping function between our uvwi values and the coefficient of drag using the follwing formula: ! !"#$! = ! !"#$! =



!"#!#"$%#&'(#&)*+,-./(0   !"#!"#$%&#'(% !"#$! !!"#$!"# !"#$!"# !!"#$!"#



 ×  !"#$%&'()&*+( + !"#!"#



 ×   !"#!"# − !"!!"# + !"#!"#      
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(1) (2)  



We selected the drag coefficients of nothing and cube as our ‘fixed points’, the cube value was our maximum (since the drag coefficient for a cube was the greatest of know object dimensions). These values were (see Appendix A), CoD(min -= nothing = 0), CoD(max = cube = 1.05). The corresponding values of uvwi were: uvwi(min = nothing = 0), uvwi(max = cube = 12.7). Subtracting the min values from max, give the magnitude of each scale between these values. ! !"#$! =



!"#$! !!.!



! !"#$! =



!"#$!



!".!!!.!



!".!



 ×  (1.05 − 0.0) + 0.0  



(3)  



 ×    1.05 + !"#!"#      



CoD  estimate  function  (4)  



We selected the drag coefficients of a sphere and cube as our ‘fixed points’. Table 3 below presents the values of uvwi and derived drag coefficients. Obvisouly 3 points are matched exactly due to our calculations (0, values for cube, values for sphere). The other drag coefficients are the results of applying our mapping calculations. Object in wind tunnel



uvwindex



Nothing Wedge Shape Cone 3D Race Car Sphere Cube Cube Minus Sphere



a 0.0 1.0 1.2 2.3 3.6 12.7 14.7



CoD estimate ! !"#$!



Known CoD



Error (c-b)



Error % d / c ×100



b



c



d



e



0.0 0.08 0.10 0.19 0.30 1.05 1.22



0.0 (min) ? 0.50 0.29 – 0.45 0.47 1.05 (max) ?



0 ? 0.40 ? 0.21 0 ?



0% ? 80 % ? 45 % 0 ?



Table 3: Esitmates of drag coefficients from formula (4). At first glance, the results in Table 3 were encouraging, in that, with the exceprtion of the cone, the ranking is correct (i.e. sequence of increase drag values for estiamted CoD in column b, match the sequence of known CoD values in column c). However, upon examination these values seem to be a poor estimate of drag, since for example, from Appendix A we see that a sphere (0.47) and a cone (0.50) have similar drag coefficients, whereas in Table 3 we see very different CoD estimate values (column b) for the cone (0.10) and sphere (0.30). Also, the sphere should have a lower CoD than the cone, which is not the case in our results.



Conclusions In this paper we have described the movitation, design and development of our attemp to create a more understandable virtual wind tunnel for use by second level students. We have described our experiments to date, and our attempts to infer a function (formula 4) that can calculate an accurate estimate of drag coefficient based on mean air particle velocity vectors, once the objects (car and air particles) in the system reach a steady state. Our estmated drag coefficient of 0.19 (column b in Table 3) for the F1 car model was below the range of the known drag coefficients for a real world car (as stated above, according to [5] the Drag Coefficient of a car is usually between 0.29 and 0.45). Also, examination, of the cone and sphere objects, suggests that we still have further to go – either in our physics simulation or in out attempts to identify useful data to record from the simulation, and how to use that information to lead to an accurate estimate of drag coefficient.
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In terms of ‘undertandability’, the screenshots we have presented give some idea of the effectiveness of our software system to help users visualise the performance of objects and vehicles travelling into a volumne of air particles. Our research project still has several months to run, and for the purposes of demonstrating a range of computing skills and knowledge to be applied to attempting to solve a real work problem to develop a computer application that might be useful for real world users, we consider the described progress encouraging to date.



Further work Several pieces of further work suggest themselves leading from the work completed to date: •



•



•



Evaluating an alternative design, whereby (rather than a stationary car and air being moved by a virtual ‘fan’) the car is simutated as accelerating and moving through a 3D space, along a ‘road’; whereby the 3D space is populated with thousands of (initally) stationary air particles. Thus issues of artificually introduced errors due to a boudary layer of still air next between the underside of the vehicle and the road surface will be avoided entirely More sophisticated physics concepts could be implemented (but still understandable to second level students), such as the ‘snowball’ effect of air particles ‘sticking’ to each other (due to fluid-gas viscosity), and rotating upon collisions (due to surface friction), which explains turbulent air flows, and allows visualation of the aerodynamic effects of different lendgthwise and rear vehicle shapes (e.g. cars with ‘flat’ rear ends such as estates, versus more aerodynamic cone-like rear ends to reduce turbulent air flows) o NOTE: We hypothesise that if turbulent air flow can be effectively modelled through friction of object surface (and if necessary viscosity between aire particals) improvements will be seen between the estimated and known CoD values … Educational and usability evaluations with the target user audience, i.e. second level students taking part in the “F1 In Schools Challenge” technology projects.
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Appendix 1: Measured drag coefficients of simple 3D shapes The follow diagram showing simple 3D shapes and their measured drag coefficients is reproduced from [14].



Figure 4: Known Measures of Drag Coefficients
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Real time speech analysis for detection of stress using Autocorrelation function Savita Sondhi1, Munna Khan2, Ritu Vijay3, Ashok K. Salhan4, Sharda Vashisth1 1
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There is need of a non-invasive and remotely accessible technique that may detect stress in the voice using Lippold Microtremor. The microtremor is an inherent vibration of various muscle fibers usually around 10Hz. The frequency may shift when the person is under psychological and physiological stress. When frequency of the microtremor is in the range of 9-11Hz, the person is in the emotionally relaxed state. However, the frequency of microtremor increases beyond 11 Hz, when the person is a state of psychological stress due to changes in the vocal chords and Larynx. It is also reported that amplitude of microtremor decreases in accordance with level of stress. Experimental setup includes microphone, laptop with sound port, and MATLAB software. Questions were asked for real time acquisition and processing of speech on 15 subjects of 18-20 years age group. A questionnaire consisting of emotionally charged and non-emotionally charged questions were prepared to test the psychological state of the speaker. Emotionally charged questions established a baseline frequency of the speaker. Estimation of fundamental frequency was done using autocorrelation function. Results obtained support the theory of shift in the fundamental frequency (F0) and yielded expected variations in the amplitude of Lippold microtremor. Shift in the fundamental frequency of the acquired voice samples confirm whether the subject was in the relaxed, neutral, or stressed state.



Keywords: Real time voice acquisition, fundamental frequency (F0), autocorrelation function, microtremor.
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Introduction



Voice stress analysis has an important application in areas like military, law enforcement, detection of deception, psychological testing and emergency services. Detection of stress in voice is based on the hypothesis that human voice contains certain infrasonic components called microtremor that is not audible to the listeners. These inaudible contents of voice are one of the most significant indicators of psychological stress. Literature on Voice stress analysis (VSA) [1-5] indicate that in the state of relaxation, all working muscles of human body produce micro vibrations called as microtremor around 10 Hz . Microtremor is present in all muscles of the human body including the vocal chord [12]. The reflex mechanism of this microtremor controls the length and tension of a stretched muscle.
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When the person is in an emotionally relaxed state the microtremor vibrates around 10 Hz. In situations of increased stress these microtremor increases in frequency and decreases in amplitude [2]. Stress in the speaker’s voice can be detected by measuring and monitoring the shift in the microtremor frequency of the acquired voice samples [5-6]. According to O. Lippold (1967), normal contractions of voluntary muscle are accompanied by slight oscillations at about 10 Hz and that this physiological tremor is attenuated in states of arousal [1-2]. G. A. Smith (1977) measured anxiety in speech using Dektor’s Psychological Stress Evaluator PSE-1. PSE converts the input speech waveform into simple waveform using the dominant tremor frequency around (10Hz). Research by Ruiz et al. (1990), suggest that psychological stress may be detected as shift in the fundamental frequency (F0) of the speaker’s voice. In situations of increased stress, these microtremor decreases as the striated muscles surrounding the vocal cords contract in response to the stimulus (Question). This limits the natural trembling. The tremor varies according to the amount of stress. The more stress, the less tremor [4]. Zhang James et. al. (2009) presented Adaptive Empirical Decomposition (AEMD) technique to detect stress in speech. As reported by him the AMED method is an improvement over the Empirical Mode Decomposition technique. The AMED method also enhances the accuracy of the algorithm to detect the fluctuations in the microtremor [5]. Sigmund Milan (2007) used phonetically rich sentences from the exam stress corpus to analyse the stressed speech. He compared Fourier and Chirp Transforms to detect the stress from short segments of vowels [7]. Nyaga Mbitiru et. al. (2008) proposed an Empirical Mode Decomposition method to detect the fluctuations in frequency and amplitude of physiological microtremor present in speech. In this paper the speaker’s voice is recorded in a quiet environment as well as on a roller coaster and the results was compared to detect stress [12]. Analysis and estimation of fundamental frequency of the voice using autocorrelation function is described in [14-15]. The paper is structured as follows: following this introduction, in section 2, the flow chart of the Voice Stress Analyser for estimating the microtremor in the 2-20Hz range is presented. Section 3 presents the result in the form of graphs. Finally, concluding remarks are presented in Section 4.



2. Materials and Methods MATLAB (matrix laboratory) which is a numerical computing environment is used for the acquisition of voice samples in real time. In this work, the sound port of the laptop is used as the acquisition channel. MATLAB identifies the sound port as “winsound”. “analoginput(‘winsound’)” is used to create analog input object “ai” . Mono mode for recording is selected using command “addchannel (ai,’channel’)”. Voice samples are acquired in real time by connecting a Philips SHM1500 PC VOIP microphone to the sound port of the HCL Laptop. The sampling rate selected is 8 KHz with 16 bit sample depth. The sound card has a built in pre-filter to limit the effects of aliasing or distortion. Acquired speech is first normalized to maximum amplitude of 0.99 and then applied to FFT. During acquisition of speech, fundamental frequency of every 3 sec of acquired voice samples is estimated using autocorrelation function. The shift in F0 is determined. The flow chart representing the real time acquisition of voice and estimation of fundamental frequency is shown in Fig 2.1.



3. Result 3.1 Analysis of Human Voice for estimating infrasonic components in the range of (2-20) Hz using MATLAB Tool. Once the microphone is connected to the sound port of the laptop, the developed MATLAB code starts acquiring the human voice samples in real time. Fig 3.1.1 shows the samples of acquired voice from the microphone. After every 3 sec of voice acquisition, the MATLAB code estimates the fundamental frequency. Based on the value of fundamental frequency, the psychological state of the subject is displayed in Fig 3.1.2.
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